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General Characteristics Of The Work

Actuality of the subject. The clustering problem is an unsupervised learning
problem to group similar observations. Time series clustering, in turn, is a family of
clustering methods that study realizations of random processes as samples.

This topic has deep historical roots, tracing its origins back to some of the earliest
statistical studies in the middle of the 20th century. The rapid growth of computa-
tional power and the increasing abundance of time series data, starting in the late
20th century, has led to a renaissance in this field, transforming it from a niche topic
into an area of broad and pervasive importance.

Due to their unsupervised nature, time series clustering algorithms have a broad
range of uses in numerous fields. In finance, for instance, clustering techniques are
used to group stocks with similar price movements, helping portfolio managers di-
versify their portfolios and hedge against risk. In medicine, time series clustering
allows for the identification of common patterns in patient data, leading to more
accurate diagnoses and more effective treatment plans. The field of climate science
also benefits from this technique, as it allows for the classification of weather pat-
terns, aiding in the prediction and understanding of climate change. These and
many other applications demonstrate the practical relevance and broad impact of
time series clustering. [1]

Purpose and goals of the thesis. Although the literature on time series clus-
tering is extensive, it is limited by algorithms and methods with strong theoretical
evidence. To fill this gap, several approaches based on theoretical results of random
processes have recently been proposed to study the asymptotic properties of time
series clustering algorithms. A time series clustering algorithm is asymptotically
consistent if it can recover the ground truth clusters, for large enough samples. The
goal of the thesis is to examine the consistent clustering conditions and methods
for the time series datasets generated by model-based procedures. This includes
an examination of the datasets generated by well-known models ARMA, GARCH,
ARMA-GARCH, and ARIMA. In the thesis, we also conduct extensive experiments
to show the practical applicability of the methods discussed.

The object of research. The object of this research is a time series dataset

generated by some of the common time series models such as ARMA, GARCH,



ARMA-GARCH, ARIMA models. We examine the several metrics defined in the
space of discussed models, clustering algorithms, and clustering evaluation measures.
In the application section, we examine the foreign exchange (FX) market.

The methods of research. The methods of research include both theoretical
and practical methods. We define the asymptotically consistent clustering problem
for common time series models and provide a generic framework for clustering time
series datasets. The asymptotic consistency of a described algorithm is proved by
using asymptotic properties of defined metrics and their empirical estimates. The
numerical experiments and applications are implemented with the Python program-
ming language.

Scientific novelty. The theoretical novelty of the thesis is listed below.

- We define the theoretical dissimilarity measures for ARMA-GARCH models.
We define empirical dissimilarity measures for the common time series models,
including ARMA, GARCH, ARMA-GARCH, and ARIMA models, and show

their asymptotic consistency.

- We define the asymptotically consistent clustering problem for time series data
generated by the above-mentioned models. For clustering time series data
generated by model-based procedures, we examine two problem setups. In
the first scenario, when the orders of the underlying models are known, we
show the strong asymptotic consistency of the described clustering algorithm.
In the second problem setup, we assume that the underlying processes are
unknown, and only the upper limits of the orders of the models are known. In

this problem setup, we prove the weak consistency of the clustering algorithm.

- We applied the above-mentioned methods for the dynamic clustering of the FX
market. With an empirical approach, we showed that the proposed methods
are applicable to the problem of clustering of the FX market and analyzing
the dynamic structure of the market, and resulting clusters reflect several

important characteristics specific to the FX market structure.
Practical significance. The practical novelty of the thesis is listed below.

- To show the practical applicability of the discussed methods, in this thesis,



we conduct several experiments. We evaluate several model-free algorithms
for clustering time series datasets generated by GARCH processes. Several
experiments show that model-free, algorithms generally speaking do not show
the desired asymptotically consistency properties. In contrast to model-free
algorithms, we also evaluated the methods proposed in this thesis, which show
strong performance of clustering time series datasets generated by the ARMA,
GARCH, and ARMA-GARCH processes.

- We consider the dynamic clustering of the foreign exchange market. The re-
sulting clusters incorporate several important properties of the FX market. 1.
Currencies with fixed exchange rates mostly appear in the same cluster. 2.
The resulting clusters reflect the relationships of currencies circulating in the
same geographical region. 3. Clusters reflect economic associations between
countries. 4. Clusters reflect the industrial connections between currencies

(countries).

- Having the results of the dynamic clustering of the foreign exchange market, we
describe a market stability analysis method by comparing the clustering results
for each consecutive period of time. We showed that the dynamic comparison
of the FX market also can serve as a useful tool to analyze the effect of major

economic events on the market structure.
The approbation of obtained results. The results of the thesis were reported

- in the scientific seminars held in the Department of Mathematical Modeling
in Economics of the Faculty of Economics and Management of Yerevan State

University,

- in the 14th International Conference on Computer Science and Information
Technologies CSIT 2023 September 25 - 30, 2023, Yerevan, Armenia. https:
//csit.am/2023/proceedings/ITCT/ITCT_1.pdf

- in the internal scientific seminars of the international artificial intelligence com-

pany TurinTech.ai

Publications. The thesis is based on results published in 3 scientific articles.


https://csit.am/2023/proceedings/ITCT/ITCT_1.pdf
https://csit.am/2023/proceedings/ITCT/ITCT_1.pdf

- G. L. Adamyan, “Comparison of model-free algorithms for clustering GARCH
processes,” Mathematical Problems of Computer Science, vol. 58, pp. 32-41,
2022.

- G. Adamyan, “Weakly consistent offline clustering of ARMA processes,” Jour-
nal of Contemporary Mathematical Analysis, vol. 58, no. 3, pp. 183-190,
2023

- G. Adamyan, “Model-based clustering of foreign exchange market”, PROCEED-
INGS OF ENGINEERING ACADEMY OF ARMENIA (PEAA), vol. 20, no.
1, pp. 24-33, 2023

The structure and the content of the thesis. The thesis consists of an
introduction, four chapters, a summary, and a bibliography. The number of refer-
ences is 62. The thesis consists of 86 pages with the Appendix section and 77 pages
without it.



The Content Of The Thesis

In chapter 1, we reviewed basic time series concepts, common time series mod-
els, and consistent model estimation conditions. The definitions, and stationarity
conditions of ARMA, GARCH, and ARMA-GARCH models are presented.

Chapter 2 is dedicated to the review of existing approaches of time series cluster-
ing, clustering accuracy evaluation metrics and applications of time series clustering.

In chapter 3, we provide the main theoretical results of the thesis. We studied
the problem of consistent clustering of time series datasets generated by the most
common models including ARMA, GARCH, ARMA-GARCH, and ARIMA models.
We start, by defining a consistent clustering framework and consistent clustering
algorithm for clustering ARMA processes. The framework of asymptotic consistent
clustering algorithms for ergodic and stationary processes in online and offline prob-
lem setups was first introduced in [2]. We are given a time series dataset with N
samples D = {x;}}¥,. We assume that each x; is generated from one of the x un-
known ARMA process with unknown forecasting function F*), k = 1,2, ..., k, where
k < N. Note that time series samples may have arbitrary lengths, and we denote

the length of x; time series by n;.

Definition 3.1.1 (Ground-truth G). Let G = Gy,...,Gx be a partitioning of the
set {1,2,..., N} into x disjoint subsets Gi, G, # 0, k = 1,2,...,K, such that the
forecasting function of the process that generates x;, i =1,2,..., N is F*) for some
k=1,2,....k if and only if i € G,. We call G the ground-truth clustering.

We denote by X *) the underlying ARMA process for the cluster Gj,. The domain
of the clustering function f is the finite set of samples D = {x;}¥; and a parameter
% (the number of target clusters) and the range is a set of partitions f(D,k) :=
{C1,...,Cx} of the index set {1,2,...,N}. The following definitions represent the

rigid formulation of the asymptotically consistent clustering.

Definition 3.1.2 (Consistency: offline settings). A clustering function f is con-
sistent for a set of sequences D if f(D,k) = G. Moreover, denoting by n =
min{ny,...,ny}, f is called strongly asymptotically consistent in the offline sense
if with probability 1 P(In'Vn > n'f(D,k) = G) = 1. We call it weakly asymptoti-
cally consistent if lim, o, P(f(D,k) =G) =1



To construct an asymptotically consistent algorithm, we start by defining a metric
on ARMA processes. Let us denote by £ the class of invertible ARMA models. The
invertibility assumption ensures that X; can be represented in terms of its past

values according to the AR(oc0) formulation.

W(B)Xt = €t (311)

where 7(B) = 0(B) " '*x¢(B) =1— Py 7;BI. The coefficients of sequence 7, are

determined by the following recursive equations ([3]: p. 86):

q
T+ Oemin=—¢;, j=0,1,.. (3.1.2)
k=1

where ¢g := —1,¢; := 0for j > p, and 7; := 0 for j < 0. Having (3.1.1), we note that
given initial values and known orders, any process {X;} € L is fully characterized by
the sequence 7 . Defined sequence also completely specifies the forecasting function

Fi = E[X¢| Xi—1, Xp—2,..] =m X1 + m X2+ ...+ & of the processes {X;} [4].
Recalling the (3.1.1) representation of the invertible ARMA process, Piccolo
in work [5] introduced metric on £ as a measure of structural diversity between

stochastic processes X1, X(2) ¢ £. The metric function dp;c on £ is defined as

1/2
o0

dpro(XW, XP) =N " (1 — ma5)? (3.1.3)
Jj=0

where {m;}52, and {m;}32, is the 7 sequences for the X*) and X processes
respectively. The dp;c distance is well defined for all X € £ and can be computed
even for processes with arbitrary orders and parameters. As for given ARMA process
X the sequence {7, ; };-";0 fully characterizes the forecasting function F, therefore,
the defined distance between two ARMA processes, with given orders, is zero if,
for the provided same set of initial values, the corresponding models produce the
same forecasts [4]. Having this fact, if the x; and x; are two realizations of the two
invertible ARMA processes X ) and X9, then if i, j € G, for some k € 1, ..., &, then

given the same initial values the processes in the same cluster, will produce the same



forecast, since the corresponding distance between processes dpyc (X @, x0 )) =0.

We aim to demonstrate certain properties of the dpyc measure that will be useful
for subsequent results. Let us denote by 8 = (¢1, ..., ¢p, 01, ...,0,) the parameters
vector of the process {X;} € £, and by B® = {8 € RP*4 : 0(z) is invertible}, then
the following proposition holds.

Proposition 3.1.1. The m; = h(3),j =1,...,00 is a continuous function on B°.

Let XU, X® € £ be two invertible ARMA processes, with (p1,q1), f', 71 =
{m1,3}520 and (p2,q2), 5, wo = {m2,;}32, orders, parameter vectors and associated 7
coefficients respectively. Denoting by B' = {3 € RPi T4 : roots of the 0'(z) are distinct}

for i = 1,2 we can formalize the following important proposition.

Proposition 3.1.2. (Continuity of dprc) dpic (-, ) is continuous as a function of
the vectors %, 3% on B! x B2.

In addition to the properties listed, we can show that dp;c has a weakly con-
sistent estimator dpyc. Let us consider samples x; = {z!, z}, .., z; } and xp =
{2%,23,..,22_} generated from the X ") and X(2) ARMA processes. Then the QMLE

for the estimating ARMA (p,q) processes has the following form:

1 & iy T j)?
52 LTI 4 logo® (3.1.10)

t=1
We define the estimator of dp;c the Euclidean distance between sequences ;
(i = 1,2) of the estimated parameters with QMLE and samples x1,x5. Let us denote

the empirical estimates of dprc as follows

1/2
dpro(x1,%2) Z (F1j — Ray)”
j=1
1/2
7 1)y — =~ 2
dprc(x1, XV) = (T1,; — m15) (3.1.11)
j=1

Ne]



where {7; j}7_, are given by (3.1.2) and parameters vectors B\l estimated by QMLE
(3.1.10).

We proved the consistency of these estimators for two problem configurations,
firstly, for the case where orders of the {Xt(l)}, {Xt(z)} € L ARMA process are
known and for the case where exact process orders are unknown but are given some
constants positive Paz, @mae such that the orders of {Xt(l)}, {Xt@)} € £ ARMA
process the p1,p2 < Pz and q1,¢2 < Qmaz-

Proposition 3.1.3. If the orders of the {Xél)}7{Xt(2)} € L ARMA process are
known, then under stationarity condition the C/Z\P]C(X17X2) and Jp;c(xl,X(l)) dis-

tance estimators are strongly consistent
dprc(x1,x2) ——— dprc(XM, X@)
n—oo
&\PIC(XLX@)) —2% s dpre(XM, X))
ni—>00
This approach is intuitive and ensures almost sure consistency but it limits us
to applying the estimated distance to a clustering problem defined earlier since it is
impractical to assume that the orders of all underlying processes are known. The

next proposition provides a more generic framework for estimating Autoregressiv

distance.

Proposition 3.1.4. If there are given Pz, Qmaz € N1 such that the orders of
{Xt(l)}, {Xt(Z)} € L ARMA process the p1,p2 < Praz and q1,q2 < Qmaz, then under
stationarity condition the &\P]C(Xl,XQ) and C/l\P]C(X17X(1)) distance estimators are
weakly consistent

~ P

dpro(x1,%2) — dpro(XM, X )

~ P

dpro(x1, X®) ——— dprc(X™, X®)

ni—roo

It is a noteworthy observation that for any X X0U) € £ and Xi,X; € D the

distance dpjc and their empirical estimate d, prc satisfy the triangle equations.
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dprc (X(i),X(j)) <dprc <X(i),Xi) +dprc (X¢7X(j))
Jp[c (X“X(z)) < C/[PIC (Xi,Xj) + Ep[c (Xj,X(i)> (3112)

dprc (x4,%;5) < dprc (XmX(i)) +dprc (vaX(i))

Algorithm 1 Clustering ARMA models

Require: D7 K? (Pmavamaz)

Estimate models and model parameters
fori=1..N do

m?, Bt < estimate model parameters
end for
Initialize k-farthest points as cluster-centres:
c1 <1
01 < {Cl}
for £k =2..x do R

C ¢ argmaxming—i, x—1 d (Xi, xcj)

i=1.N

Ck < {Ck}
end for
Assign the remaining points to closest centres:
for i =1..N do R

k < argminje s ¢, d(x4,%;)

Cr + Cr U {i}
end for
OUTPUT: clusters C1,Cs,...,Cy,

We want to mention that notations in Algorithm 1 are provided for the general
case of model-based clustering since the model estimation and the distance estima-
tors can be different for different problem configurations. If the underlying model
orders are known then the model parameters are estimated with QML (3.1.10) and
for the model selection the BIC penalized QMLE. We start by formulating the the-

orem of the strong consistency of the Algorithm 1.

Theorem 3.1.1 (Strong consistency of Algorithm 1). Assuming that the orders of
all underlying ARMA processes are the same and known. Then if the target number

of clusters k is known, then Algorithm 1 is strongly asymptotically consistent.

11



The proof of the theorem is the same as Theorem 11 in the [2] since the defined
distance estimators are strongly consistent (Proposition 3.1.3) and satisfy the trian-
gle inequalities (3.1.12). The following theorem is based on Proposition 3.1.4 and

provides a more general framework for clustering ARMA processes.

Theorem 3.1.2. (Weak consistency of Algorithm 1) Assuming that there exists
(Prazs Qmaz) such that orders of all underlying ARMA processes are less than Ppqx
and Qmaz, and the target number of clusters k are known, then Algorithm 1 is weakly
asymptotically consistent. Moreover, for the givenn € (0,1) there exists n, such that

Zf Nmin = miniel_N n; >n, then
P(f((D,k)) =G) > (1 — (N — k)(4 — 4n))(4n — 3)"!

In the section 3.2, we discussed consistent clustering of the time series dataset
generated by the invertible GARCH(p,q). If the operator (1 — 8(B))~! exists, then
we have the so-called ARCH(co) representation of the GARCH(p,q) process ([6],

[7])-

(oo}
of = 1o+ Y _tier, (3.2.1)
=1
where
w
Yo = ——=—— (3.2.2)
1=3518i

and coefficients 1); are the coefficients of the characteristic polynomial of the (1 —

B(B))"'a(B) and can be determined with the following recursive equations [6].

Yi =i+ Y Bithij (3.2.3)

j=1
where n* = min{p,i — 1}, 8, =0 ¢ > pand a; = 0 ¢ > ¢. Having (3.2.1)
representation of the GARCH(p,q) process we define a metric on U as follows. Let
{X.} and {Y,} are two stationary, invertible GARCH processes and U x = {9; x }?2,
and Uy = {9,y }$°, are the corresponding sequences of {X;} and {Y;} obtained

12



from the equations (3.2.2) and (3.2.3). Then

1/2
o0

d(Xy, ;) = Z(%,X — 1y )? (3.2.4)

Jj=0

Under the same definitions of asymptotically consistent clustering, the empirical
estimate of the metric (3.2.4) all the results discussed in the previous sections can
be established also for the time series dataset generated by GARCH(p,q) processes
since the exponential decrease of the coefficients ; and the consistent model selection
for GARCH(p,q) processes discussed in Proposition 1.5.2 in the thesis.

Another interesting extension of the presented results is a case of a clustering
time series dataset generated by ARMA(p, ¢) models with GARCH(p', ¢’) errors.
This problem is discussed in the section 3.3. We denote the class of ARMA(p,
q)-GARCH(p', ¢') processes with invertible ARMA and GARCH components as
LU. As previously explained for the process X; € LU, we can derive two infinite
sequences from the AR(co) and ARC H (00) representations, which fully characterize
the model X;. For given X; € LU, and positive constants v and v (where u+v = 1),

we define the norm of the processes X; in LU as follows.

[ X0 = ul[7]]2 + 0l[3]]2 (3.3.1)

And the distance between two processes {X;},{Y:} € LU is defined using the |||, »

norm.

1/2 1/2
d(Xe,Ys) =ud Y (mx —my) o +0g > (Ux —dy)° (33.2)
§=0 §=0

Since the consistent estimation of the QMLE and BIC penalized QMLE of the
ARMA-GARCH processes and the continuity of the metric (3.3.2) from the pa-
rameters of the considerable models it is easy to see that all the previously discussed
results are true for the time series datasets generated by the ARMA-GARCH models.

In the section 3.5 we discuss the theoretical similarities and differences between

the proposed methods with the existing model-based approaches. The key points

13



are summarized here.

e We established conditions for an asymptotically consistent clustering algorithm

for the common time series models.
e Discussed method does not require conditional independence of samples.

e We propose clustering GARCH processes based on their ARCH(oo) represen-

tation, avoiding assumptions on the invertibility of certain polynomials.

e The consistency of the provided algorithm is obtained with the QMLE, which
will keep it consistent even if the Gaussian assumption is not perfectly met,

though it may be less efficient than MLE under certain conditions.

Section 3.6 is dedicated to some important considerations that need to be
taken into account for the practical implementation of the discussed methods. Here
we want to note that although the Algorithm 1 is asymptotically consistent, other
algorithms can also be implemented. This is achieved by pre-computing the distance
matrix C' = [J(xi, x;))s,; for all sample pairs (x;,x;), totaling N (N —1)/2 distances,
and then employing clustering algorithms specifically designed to operate on distance
matrices. A commonly selected option is the K-Medoids algorithm [8].

In chapter 4, we demonstrated the results of several numerical experiments and
practical applications of the methods discussed. We start with an experimental
comparison of model-free algorithms for clustering time series datasets generated by
GARCH processes. Motivated by [9], for comparison we choose well-known partition-
based time series clustering models: K-Means, K-Means with dynamic time warping
and DTW barycenter averaging, K-Shape and Kernel K-Means models. Further-
more, we can find open-source implementations of these algorithms [10].

To evaluate non-parametric models, we simulate random datasets with different
setups. In the first experiment, we measure the ability of the models to cluster
different numbers of clusters. In Table 4.1.1, we present the results of the first
experiment evaluated with the AMI metric. We can see that the KM-DTW model
outperforms other models.

In the second experiment, we measure the asymptotic consistency of the discussed

models. We generate datasets with 5 clusters and 100 samples in each cluster. We

14



K KM-E KM-DTW k-Shape KKM-GAK

2 | 0.003+-0.001 | 0.325+4-0.403 | 0.004+-0.009 0.003-+-0.002
4 | 0.004+-0.001 | 0.463+4-0.129 | 0.024-0.007 0.002+-0.001

6 | 0.018+-0.016 | 0.5784-0.151 | 0.043+-0.021 | 0.001+-0.0005
8 | 0.006+-0.003 | 0.498+-0.077 | 0.005+-0.011 | 0.001+4-0.0005
10 | 0.005+-0.01 | 0.624+4-0.03 | 0.062+-0.022 | 0.0001+-0.00005

Table 4.1.1: AMI score for different «

set T' = 1000 and consider 5 intervals on the time axis. We train and evaluate models
in the first interval and consequently add a number of samples. From the second
experiment, we observed that the KM-DTW model outperforms other models, but
we do not observe significant asymptotic patterns.

The section 4.2 is focused on the evaluation of proposed methods with the al-
ready discussed KM-DTW model. We start this section by providing experimental
results for the asymptotic behavior of the distance estimates. Conducted experi-
ments show that the proposed estimates show desired asymptotic properties. To test
the convergence we conduct a two-way Wilcoxon signed-rank test with the null hy-
pothesis as the estimated and the real values are different. The rates of minimal time
sample sizes for the convergence for the given examples are also highlighted in the
thesis. The results for the experiment with the dp;c and its estimator are presented
in Figure 4.2.1. The vertical dotted line presents the true value of d}IC(X(l), X @),

Taking into account results from the previous section from the model-free al-
gorithms we will consider only the KM-DTW model as it outperforms all other
considered methods. From the mentioned above we will evaluate the Algorithm 1,
K-Medoids, and KM-DTW methods on randomly randomly generated models. To
generate the presented models we fix the Paz = Qumaz = 3, and generate 5 (number
of clusters k) different model orders and parameters. In each step, we ensure that
the generated parameters satisfy stationarity and invertibility conditions.

To evaluate the asymptotically consistent properties of the clustering algorithms,

we generally follow the same expanding window approach described earlier. For each

15
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known model orders. unknown model orders.

Figure 4.2.1: Estimation of d},,(X®, X)),

underlying model, we generate 50 realizations with 1000 samples each. We set up,
the 200-step size and in each step fit all 3 models and evaluate clustering results with
an Adjusted Mutual Information score. The described process is repeated 10 times

for averaging purposes, and the evaluation results are presented in Figure 4.2.3.

~#- ConsistentModel
101 &~ KMedoid + +
—%- KM-DTW

0.9

o8

A

0.6

. [ S —— ot

Figure 4.2.3: Asymptotic properties of Algorithm 1.

From Figure 4.2.3 it can be observed that Algorithm 1 and K-Medoids models are
outperforming the KM-DTW model in every time window. The clearly increasing

AMI score for both models are indicators of the asymptotic consistent properties of

16



the models.

To ensure the robustness of the general comparison procedure, we did not fix
the specific model structures in the data generation procedure, therefor underlying
model parameters and the realizations are selected randomly. We fix § > 1, P4, =
Qmaz = 3, and the number of samples in each realization to 1000. We also range
the number of clusters x from 2 to 6, to show the dependence of algorithms on the
number of clusters. In each step, we generate random processes according to the §,
invertibility, and stationarity constraints, and for each process, we generate 100 time
series each having 1000 samples. We divide the data set into training and testing
datasets with a 0.25 test ratio and evaluate the results on the test dataset with the
AMI metric. The results of this experiment are provided in Table 4.2.1. For general
evaluation, we generate GARCH(p, ¢) processes with Praz = Qmaz = 3, 6 > 1,
and n,,;, = 2000 since we previously observed that the distance between GARCH
processes is converging with higher values than in the case of ARMA processes. Even
more, we observed that for the smaller values (n,,;, < 500) the estimated GARCH
processes were nearly nonstationary, and 1y = dﬁ vanishes.

A similar experiment is conducted for general evaluation of the provided methods
to cluster time series datasets generated by ARMA-GARCH processes. For the case
of ARMA-GARCH processes, we limit with x = 4 for the reason mentioned earlier.
As can see in Table 4.2.1 Algorithm 1 inherits the same issues from the case of
GARCH processes and we do not observe significant improvements of AMI metric
from the baseline model KM-DTW. In this case also K-Medoids model outperforms
the rest of the approaches.

As mentioned earlier, the consistency of the discussed algorithms is proven to
have the fact that the consistent distance estimators are providing the conditions
that the time series dataset is satisfying so-called strict separability conditions. To
measure the effect of the separability assumption, the following experiment is con-
ducted. We fix k = 2 and for each model ARMA, GARCH, and ARMA-GARCH
we generate underlying models that have a predefined distance § measured with the
corresponding distances. Then the § is increased during the experiment. The results
of the experiment are shown in Table 4.2.2. From Table 4.2.2 that we can observe

that algorithms are dependent on the separability condition and for the lower level of
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Process k | Algorithm 1 K-Medoid KM-DTW
2 1.0£0.0 1.0£0.0 0.48 +£0.45
ARMA 41 09£0.093 | 0.99+0.02 | 0.51 £0.035
6| 0.85+0.11 | 0.93+£0.0564 | 0.53£0.1
2| 095+0.06 | 0.92+0.11 0.8+04
GARCH 4| 0.744+£0.06 | 0.96+0.00 | 0.51+£0.21
6 N N N
2 1.0£0 1.0£0 0.4 +0.49
ARMA-GARCH | 4 | 0.66£0.35 1.0+0 0.66 0.9
6 N N N

Table 4.2.1: AMI score for clustering processes with different s values.

separability the clustering results are poor. Despite this fact, the clustering results
are reliable from § > 0.4.

In the section 4.3 we show the practical applicability of the proposed methods,
This

section includes a detailed discussion about the considered dataset, methodology,

for clustering and analyzing the structure of the foreign exchange market.

and obtained results. We download the daily exchange rates from 2002-01-01 to
2023-01-01 via APILayer! API, which includes the 44 top-traded currencies. The
list of currencies included in the analysis is available in Table 4.4. To analyze the
dynamic structure of the FX market, we divide the time period from 2002-01-01 to
2023-01-01 into equal time periods and perform the model estimation and clustering
procedure in each interval. The selection of a long time period will incorporate more
information in time series but, having the fact that currencies generally speaking
have dynamic structure and regime changes, it is possible to skip important changes
in market structure. On the other hand, the smaller time periods can affect model
estimation resulting in a poorly estimated distance matrix. Having this consideration
we examined clustering in different time periods and chose the clustering period of 6
months (totaling 42 clustering periods) as a good trade-off between consistent model
estimation and the possibility to examine the dynamic structure of the FX market.

The analysis of the dynamic behavior of the FX market is done, by clustering

Thttps://apilayer.com/marketplace/exchangerates_data-api
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Process 0 range Algorithm 1 | K-Medoid
0<d6<0.2 0.494+0.37 | 0.674+0.21
02<0<04| 093+0.13 | 0.93+0.09

ARMA 04<d<06 | 091+0.17 1+0
06<0<08| 082+£0.25 | 0.85£0.25

0.8<di<1 1+0 1+0
0<0<0.2 0.23+0.24 | 0.27£0.18
02<d<04 | 077+£0.19 | 0.88+0.12
GARCH 04<d<06 | 049+0.33 | 0.82+0.22
06<0<08| 081+0.13 | 0.83+0.09
0.8<d<1 0.8+0.18 | 0.93+0.09
0<d6<0.2 0.64+044 | 0.74+0.46
02<0<04| 078+0.36 | 0.87+£0.26
ARMA-GARCH | 04 <0 <0.6 | 0.59+0.48 | 0.99+0.04
0.6 <0<0.8 0.5+0.5 0.93+0.11
08<o0<1 0.8+04 0.96 £ 0.09

Table 4.2.2: AMI score for clustering processes with different ¢ values.

different time periods and comparing clustering results. In each time interval, we
estimate the underlying processes and compute the distance matrix D. Due to
the dynamic structure of the FX market, it is natural to assume that, the number
of clusters can change over time, and we need to choose the number of clusters
in each time interval. As a method for selecting a number of clusters, we choose
the Silhouette [11] method, which does not make strong assumptions about the
data-generating process and composes both interpretability and balance between
cohesion and separation. Silhouette score is between 1 and -1, where higher scores
indicate better-defined clusters. In each time interval and for all clustering methods
we choose the number of clusters, restricting the maximum number of clusters to
10. To investigate the FX market dynamics, we compare the clustering results in
each time period with is previous and next clusters. In our method, we compare
clusters with the Adjusted Mutual Information score [12]. Figure 4.3.1 represents
the maximum Silhouette score for the clustering models and the number of estimated

clusters. We can see that the calculated median Silhouette score is slightly higher for
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the K-Medoids model and the ConsistentModel estimate a higher number of clusters
for the same periods.

In Table 6.1 we present clustering results for the K-Medoids model for all time
periods. Despite the fact that at first glance it is difficult to find an obvious inter-
pretation for the resulting clusters, we should note that they reflect a number of

important features that characterize the market. The key findings are listed below

0.9 —-- ConsistentModel: 0.701
KMedoids: 0.710

~=- ConsistentModel
KMedoids

Figure 4.3.1: Silhouette score for different time periods and models. In legend
showed the median values of Silhouette scores.

1. Fixed exchange currencies mostly appear in the same cluster. Well-known
currencies from the Middle East are considered as peng currencies with USD. The
AED and USD are clustered in the same cluster in 69% and USD and BHD are
clustered together in 88% of clustering periods.

2. The resulting clusters reflect the relationships of currencies circulating in the
same geographical region. For example, EUR, CHF, and GBP are appearing in the
same clusterin in 71%, and PKR, INR, and IRR in 81% of clustering periods.

3. Clusters reflect economic associations between countries. For example, Arme-
nia and the Russian Republic are members of the Commonwealth of Independent
States and Eurasian Economic Union, the RUB and AMD currencies have appeared
in the same cluster in 95% of the clustering period.

4. Clusters reflect the industrial connections between currencies (countries). For

example, the examined oil-based currencies RUB and COP are clustered in the same
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cluster in 92% of clustering periods.

To illustrate FX market dynamics, for each model, we compare clustering for
each time period t with the next ¢ + 1 time period clustering results. Figure 4.3.3
presents the comparison results, done by external validity measures Adjusted Mutual

Information for both models.

Figure 4.3.3: AMI for different time periods

The higher values can indicate stable market periods, and lower values indicate
dramatic changes in market structure. The mean values of comparison metrics can
indicate that clusters of FX market generated from the described methodology have
dynamic structure. Although the two models show different behaviors in general,
we can notice that they strongly agree with the sharp changes in the market. Since
the maximum values of AMI for both models over 2002-2023 are smaller than 0.47,
we can say that in each 6-month period, clusters of both models are changed by at
least 0.47, compared with AMI metrics.

From Figure 4.3.3, we can also observe the periods for which the consecutive
clusters are highly dissimilar, which can indicate the high changes in the market
structure. The first major drop in comparison metric can be noticed from 2008-
01-01 to 2009-07-01. This period coincides with the Global Financial Crisis. The
second major dropdown in AMI is observed from 2019-07-01 to 2021-07-01, which
coincides with the global economic crisis caused by the COVID-19 pandemic.

The estimated distance matrices can also act as a useful method to analyze dy-
namic relationships between sets of currencies. As an example, we examine the

dynamic behavior of the RUB currency. In Figure 4.3.4, we present the estimated
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Figure 4.3.4: Estimated distances between RUB and USD, and RUB and COP.

distance in the all-time period between RUB, USD, and COP, where the COP cur-
rency is chosen as a representative of oil-based currencies. First of all, let us note
that the RUB currency, on average, is closer to the COP currency, which has a
natural explanation considering the dependence of the RUB foreign currency on oil
prices. The second notable observation is that since 2022-07-01, the RUB currency
shows an anomalous behavior, significantly departing not only from the USD but
also from the COP currency observed in the same oil-based sector. This effect can

be interpreted as an impact of the Russian-Ukrainian war on the RUB currency.
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Udthnthnud

UwnbGUwhununipgjwl bwywwnwylu E nwunwdUwuhnptp JdnnGluGph dpw
hhdjwé dwdwlwlwjhu 2wnptiph nyjwiutph Ylwuwnbnhqwghuwjh
wuhdwwunnunhynptu Ywyntu wgnphpdutpp W npwlug Yhpwnnipynluubnp:
bpGug  gyGpwhuyynn  punyphg GUGNY dwdwUwlwhu  2wpptph
ylwuwntbphqwghwih wignphpJdutpu nluGU [wju yhpwnnipjnlubGp pwgdwphy
ninpunutpned:

Qinthu 1-p udppwd £ pbgnud  nwunwduwuhpdnn hhduwywl
dwdwlwlwjhu 2wnptph Unnblutph WL npwlg hGuwun wnugynn
hwuluwgnipjntulGph uwhdwunwdutbpphlu: Wu gipunud Lwle puUlwpyyned Gu
dwdwlwluwjhu 2uwnptph wwnpwdbwnptnh quwhwwnwywuubph
wuhdwunnuinhynptU wyntu UGpnnutpp:

Q(nLfu 2-ntd pUluwnyynud Gu dwdwuwyuwjhu 2uwnpbph
Ywuunbphqughwih  wnryw  wignphpdutpp,  npwlug  Ggpunintpjwl
qguwhwwnwywultph wnyw JGennuGpp W wyn wignphpJdutph Jh 2wpp
Uhpwnnipyntuutn:

Qntju - 3-p udhpywd £ wnbUwhununipjwl  hhduwlywlu  wnbuwlwu
wpnnLupubpphu: Uwulbwynpwwtu, pwdhu 3.1 -nwd uwhdwujwd £ ARMA
wnngtbuubpny gtubpwgwé dwdwluwywihu 2wnpptph hwdwpwdnlubph
wuhdwunnunhynptU  Yuwynu  Yjwuwnbphqwghwih huunhpp: 8nyg E wnpyb
hwywnwpabh ARMA(p,q) wnngtuutph Ypw uwhdwluywd d,. JGuinphywjh
wuhdwyununhynptl  yuynlu quwhwwnwyubph  gnjnigyniup”  pulwnpybinyg
ARMA(p,q9) wypngtuutph Ywnpgbph hwjwnuh wd wUhwjn |huGine nGwpbpp:
NLuGUwny yGpp pulwpywéd quwhwwnwyuubnp, gnyg Ewnpdwsd Uignphpd 1.-h
wuhdwywnnunhynptu  uyniuncgyntup ARMA wypngbuubpny  gbubpwgywé
dwJdwluwywjhu 2uwpptiph Ylwuwintphqughuwjh huunnh Gnynt
ynudbhgnipwghwutph  hwdwp:  Unwehlu nbwpnud, Gpp  wnywubph
qgbutGpwgdwUu hhduwywUu wypngbulubph Ywpgbpp hwywnup Gu W unyuu Gu, gnyg
E wnyby Uignphpd 1-h nwdbn Ywjnunipyntup® GupwnntGind, np hpwywl
Yiwuwnbpubph phdp hwwuh E: Gpypnpn nGwpnud, JGup Gupwnnpnud Gup, np
nyjwiutph gubpwgdwl hhduwywUu wpngtuutph Ywpgbpp wuhwjwn GU, W
hwjwnuh GU Jhwju npwug 4yGphu uwhdwUultGpp: NuGUwny dPIC—h Edwhnphy

gquwhwwndwu pny] ywntunieyntup® JGup wuwwgnignid Gup Uignphpy 1-h pnug

wuhdwunnuinhy Yuyntunipnitup, GupwnnGind, np hpwwl Yiuwuwnbpubph phdp
hwjwnuh E: Pwdhl 3.2-hg 3.4-nd UGUp gnug Gup tnwihu, R hugwtu pulwpyywé
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JGrnnutpp wpnn Gu punhwupwgytb] ywunwhwywUu wypngbuubph wytih UGé

nwutph Unw, huswhuhp U GARCH(p, q), ARMA(p, g)-GARCH(p , q ) L ARIMA(p, d, q):
QnLtfu 4-nud uGpYuywgywé tu pbgnud wnwewnyynn JdtGpnnubtph
prYywjhtu hwdGdwuwnnipyntuubpp W yhpwnnipjnubutpp: [(uwjhb JGpnnutpny
gnyg E wnpdb, np pbgnud wnwowpyynn dGpnnutpp gbpwquwugnud Gu
hwdGdwwnynn ng wwpwdGunphy dJGpnnutGphu pulwpywéd dwdwlwjhu
2wnptph ylwuwntbphqwghuwjh W wuhJdwunnunhynptu yuwynLu
ylwuwntbphqwghwh puunhpuGpnud: UWohuwwnwlpp bwle UGpwnnud Eunwgywé
nbuwlwlu wpnynuputph Jh 2wpp Yhpwnnipynduutp, dwulbwynpwwbu
wpunwnpdnyph 2nlyuh  Ywunbphqughwih W unnwgywd  Yuwuwnbpubph
nhuwJuhywjh nwuncdUwuhpnepyntu: Unwgywé Yuwuwnbpubpp pungdnud Gu
wpwunwndnyph 2ntywih Jvh pwuh hhdbwywUu hwwnynipynluutp.
1. Shpudwd thnpuwpdbpnd wpdnypUubpp unynpwpwn hwjwnuynwd GU Ungl
ylwuwntpned:
2. Yuwuwnbpubpp wpunwgnind G Uungu whuwphwgpwywl nwpwépnud
gnpénn wndnypubph thnfuhwpwptGpnupjnlulutpp:
3. Ywuwnbpubpp gnyg GU tnwhu Gpyputph Uhgl inunGuwywu Ywwbpp:
4. Ywuwnbputpp gnyg GUu wnwihu wpdnyputph Jhele wpnynibwpbpwywu
Ywuwtnp:

Uunwgywd Ywuwntpubph hhdwu Jypw wnwewnyytb| £ wpunwnpdnyph
2nLtywh YuynunipyjwU yGpintdnipjwl UGenn, nnp hhdujwé £ hpwp hwenpnnn
dwdwlwlw2ppwultGph hwdwn unnwgywé Ywuwnbpubph hwdGdwunnipjwl
Unwu:

Pesrome

B [faHHOW AuccepraluuM Mbl WCC/IefyeM INpoOeMy acHMIITOTHYeCKH COIVIaCOBaHHOM
K/lacTepy3aLiy HabopoB JJAHHBIX BpEMEHHBIX PsiZIOB, CreHePUPOBAaHHBIX Ha OCHOBE MOZie/Ieit.

I'naBa 1 nocesiiieHa onpe/esieHUsIM OCHOBHBIX MOJie/ieli BpeMeHHBIX PsiJIOB U CBsI3aHHBIX
C HUMH TIOHATHH, U3yYaeMbIX B AuUCCepTalyy. B 3Toi I1aBe Takke 006CYyX/Jat0TCsl aCUMITTOTHYECKU
yCTOMUMBbIe METO/BI OLeHK! NapaMeTPOB BpeMeHHbIX PSZIOB.

B rnaBe 2 paccmaTpHuBaroTCsl CyIL|eCTBYIOLMe alnrOPUTMBI KlacTepusalid BpeMeHHBIX
PS1I0B, METOZbI OLIeHKU TOYHOCTH K/1aCTepU3aLiuU, U NPUI0KEHUS 3TUX aJITOPUTMOB.
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B m1aBe 3 Mol uccieqyeM Mepbl HECXOACTBA, OMpe/ie/ieHHbIe Ha MPOCTPAHCTBAX O0OPATHMbBIX
ARMA mporieccoB. Mbl paccMaTpyUBaeM SMITUPUUECKUE OLIEHKH O0OCYXKJAeMbIX METPUK U
ZEMOHCTPUPYEM MX aCUMIITOTUYECKYH COCTOSTENLHOCTh. VCIonb3ysi 3T OL|eHKU, Mbl UCCefyeM
Anroput™M 1 U TIOKasbiBaeM €ro aCMMIITOTUYECKYH COIJIaCOBaHHOCTh JJIsi ABYX KOH(GUrypauuit
3a7aud. B mnepBoM clieHapuu, Korja TIOpsiAKM OCHOBHBIX IpoueccoB ARMA ojuHaKkoBbl U
M3BECTHBI, MBI [T0Ka3bIBaeM CTPOTYIO COIVIACOBAHHOCTb Aropurtma 1, mpejrosarasi, 4to 1jejieBoe
KO/IMYeCTBO K/1aCTepOB M3BeCTHO. Bo BTOpPOIi MOCTaHOBKe 3a/jauy MbI [Ipe/osiaraeM, UTO OCHOBHbIE
TMPOLIeCChl HEM3BECTHBI U M3BECTHBI TOJIBKO BepXHHE TIPe/iesibl TIOpsiAKOB Mozeseil. Vimes ciabyro
COCTOSITEJIBHOCTh SMITMPUUECKON OL|eHKU JJIsT HeM3BeCTHBIX MoOfesiel, Mbl Jl0Ka3blBaeM cJlabo
ACUMIITOTUYeCKH COIVIaCOBaHHOCTH AsiropuTtMa 1 AJ1st BTOpOit KOH(UTypaLuy 3a/a4ud, IIpeosiaras,
YTO 33JAHHOE YKC/I0 KIaCTePOB M3BEeCTHO. MBI MOKa3biBaeM, Kak 006CY»KJaeMbie METO[bl MOXKHO

pAaCrpOCTPAHUTL Ha ApYyrHe, 6osiee KPYIHbIE K/IACChl CIy4YalHbIX MPoLeccoB, Takiue kak GARCH(

p, @), ARMA(p, q)-GARCH(p, q) u ARIMA(p, d, q). MbI TakXe aHa/lM3MpyeM TeopeTHUecKue U
MpakTUYeCKHe BOIPOCHI O0OCY)K7laeMOM CTPYKTypbl M JlaeM MpaKTHMYeCKWe U TeopeTHUYecKHe
TIpe/I/IOKEHHs].

UYTtobbl OLEHWTh TIPeJjIaraeMue MeTOAbl K/IacTepU3aLld, MbI TIPOBENH HECKOJBKO
9KCIIepHIMEHTOB, YTOObI TOKa3aTh KaK TOYHOCTh KJaCTepuU3aliiy, TaK W aCHMITTOTHUECKYIO
COIVIACOBAHHOCTb O0OCYXK/]aeMbIX METOJOB. JTH W JIPyrde BOIPOCHI KacaeMble IMPaKTHYeCKHX
npobsieM MpepyiaraeMbIX MeTOZ0B 00CY»KAatoTCs B Iv1aBe 4. [1pe/sio)KeHHbIe MeTO/|bl IPEBOCXO/ST
HerapamMeTpHuecKre MeTO/bl BO BCeX PAaCCMOTPEHHBIX 3KCIepHMeHTax. B KauecTBe NPU/IOKEHHUS
Mbl TIPUMEHWIM IIpeJJjlaraéMie MeTOAbl KjlaCTepu3alMi K peaJbHOMY Habopy [JaHHBIX sl
K/lacTepy3aliid M aHa/lM3a CTPYKTYPbI BaIOTHOTO pbIHKA. [TosryueHHbIe KiacTepbl MOAYePKUBAIOT
HECKOJIbKO K/TIOUEBBIX aTPHOYTOB Ba/IFOTHOTO PbIHKA:

1. BamoTsl ¢ GUKCHPOBAaHHBIM 0OMEHHBIM KYpPCOM 0OBbIYHO MOSIB/ISOTCS B OZIHOM KJIacTepe.

2. Knacrepbl OTpa)kalOT B3aMMOOTHOLIEHHUsS BaJiOT, JEHCTBYIOIMX B OJHOM Treorpaguueckom
peruoHe.

3. Knacrepsl 0603Hauar0T 5KOHOMHUYECKHE CBSI3U MeXJy CTPaHaMH.

4. Kyactepsl 1TOKa3bIBAIOT POMBILIUIEHHBIE CBSI3U MEXY BaTIOTaMH.

AnHam3 yCcTOMUMBOCTH KOH(WTypal[id BaJIOTHOTO PpBIHKA OCYIIECTB/SETCS IIyTeM
CpaBHeHMs] K/IacTepoB [yl  KaKJOro IIOC/AeAyIOLiero BpPEMEHHOrO IIPOMEeXyTKa. Mbl
MPOZIEMOHCTPUPOBA/IM, UTO AWHAMHUUECKUd 0030p Ba/IOTHOTO DBIHKA TAKXXE MOXET CIyXKHTb

MOoJie3HbIM HWHCTPYMEHTOM [Ji1 aHa/li3a BJ/IMAHWUSA 3HAUYUTEJIbHBIX 3KOHOMHYECKHUX COOBITHI Ha

CTPYKTYPY pbIHKa.
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